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Abstract of the contribution: This contribution analyzes the solution agreed last meeting for handling broadcast traffic in the 5G VN, as well as the open issue on multicast support. It is concluded that corrections are needed in order to address issues with the current solution and to handle multicast traffic.   
Introduction
A solution for handling broadcast traffic in the 5G VN was introduced into TS 23.501 at last SA2 meeting (SA2#134). Broadcast traffic is especially used in Ethernet networks. However, in Ethernet networks there are a number of considerations that needs to be analyzed for the solution to be used. We consider Ethernet specific aspects and carry out an analysis of the solution. We list a number of issues that would need to be addressed, and we propose a way forward. The proposal is well suited to Ethernet networks, but it is equally applicable for IP networks. The proposal would also solve the open issue on multicast traffic handling. 

Analysis of the current 5G VN broadcast solution
[bookmark: _Hlk529997035]The solution that is described in 23.501 section 5.8.2.13.3. 
In summary, the solution works as follows. A PDR for broadcast packets is installed for each N4 session, including the group-level N4 session. Based on a new “carry on” indication in the PDR, a copy of the packet is created to be further processed when there is a match; and the original packet is matched against the PDRs on the other N4 sessions. Based on a new “Packet replication info” in the PDR as well as a new N6 or N19 indication on the packet when it is received on those interfaces, looping back on the same interface is prevented for the packet. Specifically, in the PDR, IP/MAC address(es) info prevents looping back on individual PDU sessions; N6 indication prevents looping back on N6; N19 indication prevents looping back on N19. 
Analysis of the current 5G VN broadcast solution
Below we raise a number of issues that would need to be addressed with the solution, focusing on Ethernet traffic. 
Ethernet networks flood broadcast traffic along the spanning tree. The current solution in 23.501 requires broadcast forwarding on all interfaces, but that is not how Ethernet networks operate. Instead, broadcast traffic is flooded on the spanning tree. Depending on whether or not a given interface is part of the spanning tree, flooding is enabled on active interfaces that are part of the spanning tree and disabled on inactive interfaces that are not part of the spanning tree. Hence, there is a need for the SMF – which sets up the forwarding decisions in the current 5G VN solution – to be able to selectively determine which interfaces are active for traffic flooding and which are not. This is very important for the health of the network, since forwarding on interfaces outside the spanning tree can lead to loops, which can bring the whole network down. 
Flooding equally applies to multicast and unknown unicast traffic. The current solution is described in such a way that it applies to packets sent to the broadcast address only. However, in Ethernet networks multicast as well as unknown unicast packets are also flooded by default in the same way as broadcast packets. (Unknown unicast refers to unicast packets to destinations for which there are currently no unicast forwarding rules. Note that for multicast traffic, special rules may apply that limit traffic forwarding, but the default behaviour is flooding.) Therefore, the solution should be applicable to unknown unicast and multicast as well. 
The solution does not handle new addresses on an individual N4 session. A broadcast Ethernet frame may be sent by a new host at a UE over an existing PDU Session. Since its address is not yet known (i.e., not yet learnt by the UPF), the packet may be looped back, because the prevention of the loopback in the current solution is based on the source address learnt by the UPF. The new address may be reported from the UPF, but that is too late to apply for the forwarding of the given packet. 
The solution does not handle multiple N19 interfaces. It could be desirable to forward a broadcast packet received on one N19 interface (tunnel) to a second N19 interface (tunnel), but that is prevented by the general N19 indication which is specified for the solution irrespective of the identity of the N19 interface (tunnel). The current solution addresses this by limiting the solution to maximum two UPFs, i.e. the 5G VN can only be served by one or two UPFs. However, excluding scenarios with more than two UPFs and multiple N19 interfaces per UPF, is a limited and not future proof solution. 
No extension for multiple N6 interfaces. In certain deployments, a single UPF may have multiple interfaces (e.g., physical Ethernet ports) towards the data network. In such deployments it may be necessary to forward a broadcast packet received on a first N6 interface to a second N6 interface, but that is prevented by the general N6 indication that is not interface specific. The current solution is not extensible for such deployments. 

Proposed solution updates
We propose a number of adjustments to the solution to make it applicable for Ethernet as well as IP networks. 
SMF flexibility to set up carry-on PDRs for an N4 session. In the solution, the “carry on PDR” (i.e., one that duplicates the packet and performs further processing one the copy of the packet) realizes the packet replication. Rather than requiring such a carry on PDR on each interface (including PDU sessions, N19 and N6 interfaces), the SMF should have the flexibility to set up such PDRs as needed, based on deployment. The SMF may set up such PDRs only on the active interfaces on the spanning tree. Note that the SMF may have information on the spanning tree either based on pre-configuration, external information or based on the MAC addresses learnt by the UPFs. Different setup may apply to Ethernet and IP networks. Also, the filter should not necessarily apply to the broadcast address in all cases; other filtering criteria may also apply. 
Specifically, for Ethernet networks a match-all filter with lowest priority could have the carry-on indication in the PDR for the active interfaces. In that way, all traffic that does not match a unicast PDR (or, where applicable, a multicast PDR) would get flooded along the active interfaces according to the carry-on PDR. That is the desired behavior for Ethernet traffic. The N19 and N6 interfaces may have PDRs for the individual interfaces. For IP traffic, only broadcast traffic needs to be flooded, and we should not use a match-all filter for flooding purposes. 
Perform PDR filtering based on the incoming interface. The solution needs to prevent looping back packets on the incoming interface, but as discussed above in the analysis, the current solution does not properly solve this, neither for the individual PDU sessions, nor for the N19/N6 interfaces. We propose to attach an identification of the incoming interface to the packet, and in the PDR we exclude the packets which are identified to come from the given interface. This solves the issues for both the individual PDU sessions and for the N19/N6 interfaces. Such an approach would be aligned with how Ethernet bridges operate according to IEEE specifications. 
To support this approach, an identification of the interface is necessary. Such an identifier can be set up by the SMF, which has full knowledge about all the interfaces of a given UPF since there is a single SMF per 5G VN. The requirement for such an interface is that it needs to be unique among all PDU Sessions, N19 and N6 interfaces within a single UPF. Otherwise the SMF may be flexible to generate such an interface id. This interface identifier would then be attached to the packet using a FAR when the packet is sent to the internal interface. This interface identifier would take over the role of the N6/N19 indication. Also, there would not be a need to use the source MAC address as that is not suitable for avoiding looping as discussed above. 
For clarity, we propose to rename the “Packet replication information” to “excluded interface” in the PDR, describing better what the purpose of the parameter is. Each PDR would be configured by the SMF to use the interface identifier as the excluded interface in the PDR for the interface where the PDR is set up. The PDR would compare the excluded interface with the interface identifier attached to the packet. 
The PDR does not match if the interface id on the packet is equal to the excluded interface in the PDR. This ensures that we avoid loop-back of the packet to the incoming interface. This is done in a way that is not dependent on the MAC learning (which may be too late), and can handle individual instances of the N19, N6 interfaces as well. 

Multicast solution
The general solution described above may also be applied for multicast traffic. The SMF may also add filter criteria for multicast destination addresses in the PDRs. When the SMF has knowledge about the multicast group and which interfaces the given multicast group should deliver packets, the SMF can add the appropriate PDR parameters. Note that for Ethernet traffic, such multicast group handling is an optimization; without it Ethernet frames sent to multicast addresses would be flooded just as broadcast or unknown unicast frames. For IP networks, it is necessary to set up the appropriate filtering criteria for IP multicast to be delivered, otherwise multicast packets would be dropped. 
Hence, it is proposed to clarify that the solution is also applicable for multicast traffic. Other aspects of multicast, such as multicast group management, may be discussed in a later release. 

Proposal
Due to the issues that have been listed with the current solution, it is necessary to update the solution. We propose to adopt the approach in CR in S2-1909601which updates the solution as described above. Alternatively, if these updates can not be agreed, it is also possible to remove the current solution from the specification and leave the discussion to Release-17, since the current solution does not seem to solve the problem and it is preferable to define a general solution in a later release than leave a limited solution with technical issues in rel-16 that may need to be re-done later. 
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